
离散数学（1）小班辅导讲义

水至月生

2025 年 12 月 28 日

开篇之前的话：
1. 推荐复习顺序：
完整版：看一遍本讲义 → 做一份往年题/样例题, 看看漏洞 → 复习

ppt，课本 (个人感觉 ppt好于课本)→过一下作业题→再做一份往年题/样
例题（这一套整体用时大概 6-8h）
极简版：看一遍本讲义 → 做一份往年题
考试复习往年题很有用。
2. 离散知识点较为琐碎，小心被偷袭
3. 如果对你有帮助请说：谢谢水至月生
4. 作者联系方式：zz777790

1 命题逻辑的基础概念

1. 命题: 命题是一个能判断真假且非真即假的陈述句
2. 简单命题: 又称原子命题，不能再被继续分割的命题 (不含任何联结

词)
复合命题: 由一个或几个简单命题通过联结词所构成的新的命题
3. 常用的联结词:
否定联结词：非，¬
合取联结词：与，∧
析取联结词：或，∨
蕴含联结词：→(A → B = ¬A ∨B)
双蕴含联结词：⇔
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其中 ¬ 是一元联结词，其它都是二元联结词。(n 元联结词就是联结 n
个命题)

4. 赋值: 设 p1�p2�...�pn 是出现在公式 A 中的全部的命题变项，给
p1�p2�...�pn，各指定一个真值，称为对 A 的一个赋值或解释。
若指定的一组值使 A 的真值为 1，则称这组值为 A 的成真赋值;
若使 A 的真值为 0，则称这组值为 A 的成假赋值。
5. 真值表: 将命题公式 A 在所有赋值下的取值情况列成表，称作 A 的

真值表。
注意：规定赋值从 00...0 开始，然后按二进制加法，直到 11...1 为止。

比如对于 p1, p2, 顺序应该是

p1 = 0, p2 = 0 → p1 = 0, p2 = 1 → p1 = 1, p2 = 0 → p1 = 1, p2 = 1

6. 重言式，矛盾式，可满足式:
设 A 为任一命题公式，
1. 若 A 在它的各种赋值下取值均为真，则称 A 是重言式或永真式。
2. 若 A 在它的各种赋值下取值均为假, 则称 A 是矛盾式或永假式。
3. 若 A 不是矛盾式，则称 A 是可满足式
7. 代入规则: 一个重言式，对其中所有相同的命题变项都用一合式公

式代换，其结果仍为一重言式。这一规则称为代入规则。
8. 命题形式化: 所谓命题形式化 (符号化)，就是用命题公式的符号串

来表示给定的命题。. 命题符号化的方法：
1. 明确给定命题的含义。
2. 对复合命题，找联结词，分解出各个原子命题。
3.设原子命题符号，并用逻辑联结词联结原子命题符号，构成给定命题

的符号表达式。
9. 波兰式和逆波兰式:
波兰式即前缀式，逆波兰式即后缀式
转化方式：按照运算的顺序逐步转化，或者逆着运算顺序逐步转化
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2 命题逻辑的等值和推理演算

2.1 等值

1. 等值: 给定两个命题公式 A 和 B，设 P1, P2�..., Pn 为出现于 A 和 B

中的所有命题变项，则公式 A 和 B 共有 2n 个解释。若在任一解释下，公
式 A 和 B 的真值都相同，则称 A 和 B 是等值的, 或称等价记作

A = B或A ⇔ B

2. 等值定理: 设 A 和 B 为两个命题公式，A = B 的充分必要条件是
A ↔ B 为一个重言式。

3. 逆否命题:
一个命题 (原命题) 与它的逆否命题等值
一个命题的逆命题与它的否命题等值
4. 字公式: 子公式若 X 是合式公式 A 的一部分，且 X 本身也是一个

合式公式，则称 X 为公式 A 的子公式。
5. 置换公式: 设 X 为公式 A 的子公式，用与 X 等值的公式 Y 将 A

中的 X 施以代换，称为置换，该规则称为置换规则。置换后公式 A 化为公
式 B，置换规则的性质保证公式 A 与公式 B 等值，即 A = B。

6. 基本的等值公式:（这里不全，只写了最常用的几个）
双重否定：

¬¬P = P

分配律：
P ∨ (Q ∧R) = (P ∨Q) ∧ (P ∨R)

P ∧ (Q ∨R) = (P ∧Q) ∨ (P ∧R)

P → (Q → R) = (P → Q) → (P → R)

摩根律：
¬(P ∨Q) = ¬P ∧ ¬Q

¬(P ∧Q) = ¬P ∨ ¬Q

蕴含等值式：
P → Q = ¬P ∨Q
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等价等值式：
P ↔ Q = (P → Q) ∧ (Q → P )

7. 等值演算:
定义：由已知等值式推演出另外一些等值式的过程称为等值演算。
方法 1: 列真值表。
方法 2: 公式的等价变换
8. 联结词的完备集: {¬,∨}, {¬,∧}, {¬,→}, {↑}, {↓}
或者在这些基础上多一些联结词

2.2 范式

1. 文字和互补对: 文字与互补对命题变项及其否定式 (如 P 与 ¬P ) 统
称文字。且 P 与 ¬P 称为互补对

2. 合取范式: 形如
A1 ∧A2 ∧ · · · ∧ An

的公式，其中 A1, A2, · · · , An 为析取式
3. 析取范式: 形如

A1 ∨A2 ∨ · · · ∨ An

的公式，其中 A1, A2, · · · , An 为合取式
任一命题公式都存在与之等值的合取范式和析取范式。但命题公式的

合取范式和析取范式并不唯一。
4. 主范式: 主析取范式：仅由极小项构成的析取范式称为主析取范式。
主合取范式：仅由极大项构成的合取范式称为主合取范式。
极小（大）项即包含所有命题变项，且按顺序排列，一个命题变项肯定

或否定只出现一次的合取（析取）式
5. 主范式的简化写法:
否定记为 0，肯定记为 1，将所有文字的肯定/否定拼成一个二进制数

字，比如 P ∨ ¬Q，为 (10)2 = 3。
例：

P → Q = (¬P ∧ ¬Q) ∨ (¬P ∧Q) ∨ (P ∧Q) = ∨0,1,3

6. 主范式的求法:
(1) 直接利用公式转化
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(2) 真值表：合取看 0，析取看 1
(3) 范式相互转化：全集减去主合取范式的角标集的补集即主析取范式

的角标集
例：3 个命题变项时，设全集为 U , 主析取范式 ∨2,3,4,5,7，对应的主合

取范式为
∧U−{5,4,3,2,0} = ∧1,6,7

2.3 推理

1. 重言蕴涵: 给定两个公式 A，B，如果当 A 取值为真时，B 就必取
值为真，便称 A 重言 (永真) 蕴涵 B，或称 B 是 A 的逻辑推论。并用符号
A ⇒ B 表示。
定理：
(1)A ⇒ B 成立的充分必要条件是 A → B 为重言式。
(1)A ⇒ B 成立的充分必要条件是 A ∧ ¬B 为矛盾式。
2. 证明方式:
(1) 转化到证明 A → B 为重言式或 A∧ ≥ B 为矛盾式。
(2) 真值表
(3) 反证法，即 ≥ B ⇒≥ A

(4) 解释法
(5) 推理演算
(6) 归结法
3. 基本推理公式:

P ∧Q ⇒ P

P ⇒ P ∨Q

P ∧ (P → Q) ⇒ Q

(P → Q) ∧ (Q → R) ⇒ P → R

4. 推理演算
主要的推理规则:
(1) 前提引入规则; 推理过程中可随时引入前提
(2) 结论引入规则; 中间结论可作为后续推理的前提
(3) 代入规则; 仅限于重言式中的命题变项
5. 归结法: 利用定理：
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A ⇒ B 成立的充分必要条件是 A∧ ≥ B 为矛盾式。
从而将蕴涵式转化为 A∧ ≥ B，之后去对这个式子推理演算，导出矛盾

3 命题逻辑的公理化

1. 公理系统: 从一些公理出发，根据演绎规则推导出一系列定理，这样
形成的演绎体系叫做公理系统

2. 公理系统结构:
(1) 初始符号; (2) 形成规则 (3) 公理 (4) 变形规则 (5) 建立定理

3.1 罗素公理

1. 初始符号: A,B,C...(大写英文字母，表示命题),
¬,∨,(表示联结词)
()(圆括号)
⊢(断言符)
写在公式前，如 ⊢ A 表示 A 是永真式。
2. 定义:
(1)A → B = ¬A ∨B

(2)A ∧B = ¬( ̸= A ∨ ¬B)

(1)A ↔ B = (A → B) ∧ (B → A)

3. 公理:（考试会给出）
(1)⊢ ((P ∨ P ) → P )

(2)⊢ (P → (P ∨Q))

(3)⊢ ((Q ∨ P ) → (P ∨Q))

(4)⊢ ((Q → R) → ((P ∨Q) → (P ∨R)))

4. 推理规则:
(1) 代入规则
(2) 分离规则：如果 ⊢ A 且 ⊢ (A → B)，那么 ⊢ B

(3) 置换规则

3.2 王浩算法

不考
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4 谓词逻辑的基本概念

1. 个体常项与个体变项: 将表示具体或特定客体的个体词称作个体常
项，用小写字母 a, b, c, · 表示;
将表示抽象或泛指的个体词称作个体变项，用小写字母 x, y, z, · 表示;
并称个体变项的取值范围为个体域或论域，以 D 表示。
约定有一个特殊的个体域，它由世间一切事物组成，称之为总论域。
2. 谓词: 谓词是用来刻划个体词的性质或多个个体词间关系的词。
谓词又可看作是由给定的个体域到集合 {T, F} 上的一个映射。
3. 量词: 表示个体常项或变项之间数量关系的词，分为全称量词和存

在量词两种。
4. 函数: 在谓词逻辑中可引入函数，它是某一个体域到另一个体域的

映射。
注意：在命题的形式化种，一般情况都是函数可用可不用
5. 普遍有效公式: 设 A 为一个谓词公式，若 A 在任何解释下真值均为

真，则称 A 为普遍有效的公式。

5 谓词逻辑的等值和推理演算

基本的概念和之前的命题的等值和推理演算一致，特殊点主要在于量
词。

1. 否定型等值式:

¬(∀x)(P (x)) = (∃x)(¬P (x))

¬(∃x)(P (x)) = (∀x)(¬P (x))

2. 量词分配等值式:

(∀x)(P (x) ∨ q) = (∀x)(P (x)) ∨ q

(∀x)(P (x) ∧ q) = (∀x)(P (x)) ∧ q

(∃x)(P (x) ∨ q) = (∃x)(P (x)) ∨ q

(∃x)(P (x) ∧ q) = (∃x)(P (x)) ∧ q

(∀x)(P (x) ∧Q(x)) = (∀x)P (x) ∧ (∀x)Q(x)
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(∃x)(P (x) ∨Q(x)) = (∃x)P (x) ∨ (∃x)Q(x)

3. 等值演算规则:
(1) 置换规则
(2) 换名规则：设 A 为一公式，将 A 中某量词辖域中某约束变项的所

有出现及相应的约束变元，改成该量词辖域中未曾出现过的某个体变项符
号，公式中其余部分不变

(3) 替代规则：设 A 为一公式，将 A 中某个自由出现的个体变项的所
有出现用 A 中未曾出现过的个体变项符号代替，A 中其余部分不变，

4. 前束范式设 A 为一阶谓词逻辑公式，如果满足：
(1) 所有量词都位于该公式的最左边;
(2) 所有量词前都不含否定词;
(3) 量词的辖域都延伸到整个公式的末端，
则称 A 为前束范式。
转化方式：(1) 消去联结词 →,↔。(2) 右移否定词 ¬(利用否定型等值

式与摩根律) (3) 量词左移 (使用量词分配等值式)。(4) 变元易名 (使用变元
易名分配等值式)。

5.SKOLEM 标准型
一阶谓词逻辑的任一公式，若其
(1) 前束范式中所有的存在量词都在全称量词的左边，且至少有一个存

在量词;
(2) 或仅保留全称量词而消去存在量词，
便得到公式的 SKOLEM 标准型。
转化方式：先将其化为前束范式，之后对于每个存在量词，
(1) 若其左面还有全称量词，则将其化为这些全称量词的函数；
(2) 若其左面没有全称量词，则将其化为常项
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6. 基本推理公式

(∀x)P (x) ∨ (∀x)Q(x) ⇒ (∀x)(P (x) ∨Q(x))

(∃x)(P (x) ∧Q(x)) ⇒ (∃x)P (x) ∧ (∃x)Q(x)

(∀x)(P (x) → Q(x)) ⇒ (∀x)P (x) → (∀x)Q(x)

(∀x)(P (x) → Q(x)) ⇒ (∃x)P (x) → (∃x)Q(x)

(∀x)(P (x) ↔ Q(x)) ⇒ (∀x)P (x) ↔ (∀x)Q(x)

(∀x)(P (x) ↔ Q(x)) ⇒ (∃x)P (x) ↔ (∃x)Q(x)

(∀x)(P (x) → Q(x)) ∧ (∀x)(Q(x) → R(x)) ⇒ (∀x)(P (x) → R(x))

(∀x)(P (x) → Q(x)) ∧ P (a) ⇒ Q(a)

(∀x)(∀y)P (x, y) ⇒ (∃x)(∀y)P (x, y)

(∃x)(∀y)P (x, y) ⇒ (∀y)(∃x)P (x, y) （万人迷）

7. 推理演绎
只多了全称 (存在) 量词消去 (引入) 规则，其它同命题推理
8. 归结演绎： (1) 转化为证明矛盾式；
(2) 转化为 SKOLEM 标准型
(3) 略去全称量词
(4) 归结

6 集合

过于基础的一些概念这里省去不写了
1. 集合概念：集合是一些确定的、可以区分的事物汇聚在一起组成的

一个整体。组成一个集合的每个事物称为该集合的一个元素。
注意集合的确定性和不重复性
2. 广义并/交：设 A 为非空集合，A 的元素也都是集合，将 A 的所有

元素的公共元素组成的集合称为 A 的广义交，记作 ∩A。类似的有广义并
∪A

3. 幂集：设 A为集合，由 A的所有子集组成的集合称为 A的幂集，记
作 P (A)。

4. 集合恒等式：
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狄摩根律：
A− (B ∪ C) = (A−B) ∩ (A− C)

A− (B ∩ C) = (A−B) ∪ (A− C)

5. 幂集合性质：
P (A) ∈ P (B) ⇒ A ∈ B

A ⊂ B ⇔ P (A) ⊂ P (B)

P (A) ∩ P (B) = P (A ∩B)

P (A) ∪ P (B) ⊂ P (A ∪B)

P (A−B) ⊂ (P (A)− P (B)) ∪ ∅

∪(P (A)) = A

6. 传递集合：如果集合 A 的任一元素的元素都是 A 的元素，就称 A

为传递集合
性质：
(1) 对不包含本元 (非集合元素) 的传递集合 A，有 ∅ ∈ A。
(2) 对任意的集合 A，A 是传递集合 ⇔ A ⊂ P (A)

(3) 对任意的集合 A，A 是传递集合 ⇔ P (A) 是传递集合
7. 集合的基数：即集合内元素数量的多少。
性质：
(1)|P (A)| = 2|A|

(2)|A×B| = |A| × |B|
(3)(重点) 容斥原理：|A ∪B| = |A|+ |B| − |A ∩B|
例题：120 种有多少个数字不是 2，3，5 种任意一个的倍数？
8.ZFC 集合公理：
利用无穷公理可将自然数表示为

0 = ∅

1 = {∅}

2 = {∅, {∅}}

n+ 1 = n ∪ {n}

这样就会有 ∪n = n− 1
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7 关系

7.1 基础概念

1. 二元关系（有序对的集合）：如果一个集合满足以下条件之一:
(1) 集合非空，且它的元素都是有序对;
(2) 集合是空集;
则称该集合为一个二元关系，记作 R。二元关系也简称关系。对于二元

关系 R，如果 < x, y >∈ R，也可记作 xRy。
其中，定义域记为 dom(R)，值域记为 ran(R)

更进一步，设 A�B 为集合，A× B 的任一子集所定义的二元关系称为
A 到 B 的二元关系。
特别当 A = B 时，AxA 的任一子集称为 A 上的一个二元关系。
2. 三个特殊的关系——恒等关系、全域关系和空关系
恒等关系：IA = {< x, x > |x ∈ A}
全域关系：IA = {< x, y > |x ∈ A ∧ y ∈ A}
空关系：∅
3. 关系的一些运算：
逆：R−1 = {< y, x > | < x, y >∈ R}
合成：S ◦ R = {< x, y > |(∃z)(< x, z >∈ R∧ < z, y >∈ S)} （注意从

右侧开始算）
限制：R ↑ A = {< x, y > |x ∈ A∧ < x, y >∈ R}
象：R[A] = {y|(∅x)(x ∈ A∧ < x, y >∈ R)}
幂次：Rn+1 = Rn ◦R
4. 关系的性质：
自反关系：∀a ∈ A,< a, a >∈ R，则 R 是 A 上的自反关系
非自反关系：∀a ∈ A,< a, a >/∈ R，则 R 是 A 上的非自反关系
对称关系：∀x, y ∈ A,< x, y >∈ R →< y, x >∈ R，则 R 是 A 上的对

称关系
反对称关系：∀x, y ∈ A,< x, y >∈ R∧ < y, x >∈ R → x = y，则 R 是

A 上的反对称关系
传递关系：∀a, b, c ∈ A,< a, b >,< b, c >∈ R →< a, c >∈ R，则 R 是

A 上的传递关系
对于主要的几个二元关系，要能区分具有上面哪些性质
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7.2 闭包

1. 定义： R 的 XX 闭包即具有 XX 性质的，包含 R 的最小集合。
自反，对称，传递闭包分别用 r, s, t 来表示，这里自反性质是最好的，

传递性质是最差的
2. 性质：
(1)

r(R) = R ∪ IA

s(R) = R ∪R−1

t(R) =
∞∪

n=1

Rn

(2) 并：
r(R1) ∪ r(R2) = r(R1 ∪R2)

s(R1) ∪ s(R2) = s(R1 ∪R2)

t(R1) ∪ t(R2) ⊂ t(R1 ∪R2)

(3) 自反，对称性在 r, s, t 下作用保持不变
传递性在 r, t 下保持不变
(4)r 可以和 s, t 交换，即 rs(R) = sr(R), rt(R) = tr(R)

但是 st(R) ⊂ ts(R)

7.3 等价关系

1. 定义：满足自反，对称，传递的关系
2. 等价类：等价关系给出了一个等价类的划分 (不相交，并为 A，无空

集)，即有
aRb ⇔ [a]R = [b]R

3. 商集： A/R = {[x]R|x ∈ A}
4. 划分：集合大小为 3 时有 5 种，4 时有 15 种，5 时有 52 种，6 时

有 203 种. 划分和等价关系一一对应
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7.4 相容关系

1. 定义：自反的，对称的关系
2. 相容类：对非空集合 A上的相容关系 R，若 C ⊂ A，且 C 中任意两

个元素 x 和 y 有 xRy，则称 C 是由相容关系产生的相容类，简称相容类。
3. 最大相容类：如果一个相容类内不能再添加新的元素成为一个更大

的相容类，则称其为最大相容类。
4. 覆盖：对非空集合 A 上的相容关系 R，最大相容类的集合是 A 的

一个覆盖，称为 A 的完全覆盖，记作 CR(A)。而且 CR(A) 是唯一的。而且
对于 A 上的每个覆盖，都和 A 上的相容关系一一对应

7.5 偏序关系

1. 定义：自反的，反对称的，传递的关系
2. 拟序关系：满足非自反的，传递的关系。它和偏序关系相差一个 IA，

即对于拟序关系 R，R+ IA 就是一个偏序关系
3. 盖住：如果 x, y ∈ A，y ≥ x 且不存在 z ∈ A 使得 z ≥ x 且 y ≥ z，

则称 y 盖住 x

哈斯图中，只需要画出盖住关系的边
4. 极大元，最大元：偏序关系中可定义最大（小），极大（小），前者即

任何元素都比自身小（大），后者即任何元素都不比自身大（小）。
5. 全序集：一类特殊的偏序集为全序集：任何 x, y ∈ A，都有 x ≥ y 或

y ≥ x

6. 链，反链：
(1) 如果对任意的 x, y ∈ B，x 和 y 都是可比的，则称 B 为 A 上的链，

B 中元素个数称为链的长度。
(2) 如果对任意不同的元素 x, y ∈ B，x 和 y 都不是可比的，则称 B 为

A 上的反链，B 中元素个数称为反链的长度。
7. 分解定理：对偏序集 < A,≤>，设 A 中最长链的长度是 n，则将 A

中元素分成不相交的反链，反链个数至少是 n。
其对偶定理称为 Dilworth 定理: 定理令 < A,≤> 是一个有限偏序集，

并令 m 是反链的最大的大小。则则 A 可以被划分成 m 个但不能再少的链
8. 良序集：对偏序集 < A,≤>，如果 A 的任何非空子集都有最小元，

则称为良序关系，称 < A,≤> 为良序集。
性质：(1) 一个良序集一定是全序集
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(2) 一个有限的全序集一定是良序集
(3) 任意的集合都可以良序化。

8 函数

部分很基础的概念略去
1. 定义：对集合 A 到集合 B 的关系 f，若满足下列条件:
(1) 对任意的 x ∈ dom(f)，存在唯一的 y ∈ ran(f), 使 xfy 成立;
(2)dom(f) = A

则称 f 为从 A 到 B 的函数
注意单值性和定义域
2. 数量：A → B 的函数的集合定义为 AB, 其数量为 |AB| = |B||A|

3. 泛函：形如 f : A → BC 的函数

9 实数集合和集合的基数

1. 等势：对集合 A 和 B，如果存在从 A 到 B 的双射函数，就称 A 和
B 等势，记为 A ≈ B. 如果不等势，则记为 ¬A ≈ B

2. 定理：对于任意集合 A,P (A) ≈ A2

3. 康托定理：
(1)¬N ≈ R
(2) 对于任何集合 A,¬A ≈ P (A)

4. 无穷基数： card(N) = ℵ0 card(R) = ℵ1

5. 可数集合：若集合 A 满足 card(A) ≤ ℵ0, 则称集合 A 是可数的
6. 连续统假设：不存在基数 k 使得 ℵ0 < k < ℵ1

10 重难点

10.1 形式化

命题形式化的步骤基本如下：
1. 明确给定命题的含义。
2. 对复合命题，找联结词，分解出各个原子命题。
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3.设原子命题符号，并用逻辑联结词联结原子命题符号，构成给定命题
的符号表达式。
而对于谓词的形式化也与此类似，只需要在上面的基础上添加一步，先

明确论域，设出谓词。
不过有下面几个注意点：
(1) 论域是否为总论域，如果是的话，一般需要一个谓词明确对象属性，

比如设 P (x) : x 是人
(2)注意唯一性，在题目中的表述可能是“有且仅有”“唯一的”，这一类

的转化方式为：存在一个 x 满足某某条件且若 z 满足某某条件那么 z = x

例题：过平面上的不共线的三点，有且仅有一个圆。

10.2 范式

逐步转化即可

10.3 容斥原理

略
例：求 [99,1000] 的范围内不能被 5,6,8 中任一个数整除的数的个数。

10.4 归结，推理

掌握基础的推理公式即可

10.5 哈斯图

掌握基础的哈斯图的定义，偏序关系性质

10.6 集合

常见的方法有两种：
(1) 利用集合的等式关系
(2) 利用 A ⊂ B ⇐⇒ ∀x ∈ A, x ∈ B

第二种方式写题会更简单无脑一些，但是过程会多很多，但是第一种方
式不见得能记住公式 (至少我记不住)
例：证明 (A−B)− C = (A− C)− (B − C)
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10.7 集合等势

掌握常见的构造法
(1) 开区间到 R
(2) 开区间到闭区间
(3)N 到 Z,2Z 等
(4)N 到 N2

(5) 开区间到开区间

10.8 罗素

我想到一个绝妙的解决罗素的方法，可惜这里地方太小写不下了
按照往年的经验，一般这个题的主要问题是没时间了。
我并没有特别好的可以记录的方法，所以附了一篇往届学长的文档。
复习建议：(其实可以不复习)
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